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Abstract In this research note, we accomplish two objectives. First, we
reexamine the reliability of unit root findings in the study by Said and Dickey
(1984) and show that their results are internally consistent. Second, we provide
new results from the reanalysis of the original data that were not included in
their study and explain why their results cannot be generalized. In conclusion,
we cast doubt on the continued usefulness of Augmented Dickey Fuller (ADF)

test as a sound scientific method.
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Introduction

Statistical theory relating to the first order autoregressive unit root process
where the autoregressive parameter is equal to one (unstable process) and
greater than one (explosive process) dates back to early writings of Mann
and Wald (1943), Rubin (1950), Anderson (1959), White (1958, 1959), and
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Rao (1961). However, Maddala and Kim (1998, p. 3) together with Banerjee
et. all (1993, p. 1), Phillips (1995) and Patterson (2011) leave one with the
impression that the seminal work of Nelson and Plosser (1982) marked a
paradigm shift in the macroeconomics literature in the 1980s. In the 1960s
and 1970s, conventional practice in time series analysis was to work with data
that were differenced a sufficient number of times to render them stationary.?
This practice was based on informal diagnostics rather than formal statistical
tests and Nelson and Plosser (1982) replaced the practice with formal Dickey-
Fuller (DF) tests for unit roots (Stock 1994, p. 2741). For a positive review
of history of unit root tests, see Fuller (1984), Stock (1994) and Patterson
(2011, 2012). For surveys on specialized topics in unit roots such as changing
the mean or available methods to choose for a length of time lag etc., see
Diebold and Nerlove (1990), Perron (1990), Campbell and Perron (1991),
and Ng and Perron (2001). A further review of the literature on unit root in
conjunction with structural breaks can be found in Stock (1994) and in Perron
and Zhu (2005). The implications of unit root in economic theory, policy and
econometric procedures, were discussed in Chinn (1991) and Libanio (2005).

The literature on unit roots remains controversial because many tests
results of unit root rest on a razor’s edge. Although the literature is extensive
and often studies failed to reject the hypothesis p=1, many also failed to reject
the hypothesis p> 0.95 at 95 percent, or even 99 percent, confidence interval
level (Greene 2000, p. 781). An early critique by Cochrane (1991), Maddala
(1992, p.582-588), Harvey (1997), Maddala and Kim (1998), Phillips (2003)
and a recent critique by Moosa (2011), Luitel and Mahar (2015a, 2015b,
2016), and Luitel et. al. (2018) further highlight the continuing controversy
surrounding the unit root test in the literature.

Our focus in this paper will be on the Dickey-Fuller (DF) and the Augmented
Dickey-Fuller (ADF) tests of unit root. These tests are used routinely to decide
whether a time series would be stationary or nonstationary. Because these

tests predate all tests for nonstationarity in a time series, we argue that these

3 Atime series is said to be stationary if both its marginal and all joint distributions are independent
of time.
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tests likely led to an early widespread use resulting in publication bias.* We
also acknowledge that unit root tests are now a standard diagnostic tool in
applied time series analysis. However, we find it very curious that leading
econometrics textbooks such as Hamilton (1994), Greene (2000), Hayashi
(2000), Davidson and Mackinnon (2004), and Patterson (2011, 2012) among
others do not contain explicit warnings against the dangers of the use of unit
root tests. It is possible that earlier warnings may have faded away or may have
been weakly stated because they appeared infrequently in the form of journal
articles. Since the well-respected applied works still make frequent use of unit
root tests, it is timely for a critical review of this method.’

We have two objectives in this paper: First, we reexamine the reliability of
unit root findings in the study by Said and Dickey (1984).® We can reaffirm
the internal validity of their research design. Second, we found new results
not included in that study and explain why the new results cast doubt on the
usefulness of the ADF test to determine a unit root in a time series.

Critical Review of Dickey-Fuller and Augmented Dickey-Fuller Tests

Researchers working on econometric time series analysis acknowledge that
the literature on unit root is vast and often confusing (Phillips and Xiao 1998;
Bierens 2001; Patterson 2011). From an applied practitioner’s viewpoint, it
remains unclear which tests, if any, are superior to others and much empirical
work continues to use the simple testing procedures, the DF and the ADF tests
(Phillips and Xiao 1998). Therefore, in this section, we limit our discussion of

tests for unit root to a critical review of the DF and the ADF tests.”

4 Publication bias arises if statistically significant results are more likely to be published than other results
(Miguel, 2015, p. 5). As such, over time the published literature becomes systematically unrepresentative of
the population of completed studies. For a detailed discussion of nature, sources, consequences as well as
remedies of publication bias, see Rothstein, Sutton and Borenstein (2005).

5 The unit root tests have made inroads into other disciplines beyond economics. For example, research work
into environmental science, such as the analysis of climate change or paleoclimate data, see Kaufmann et
al. (2006, 2013), Davidson et al. (2016), Storelvmo et al. (2016).

6 On the topic of testing for unit roots, the 1984 paper by Said and Dickey was the 20" most influential paper
out of top 100 highly influential papers published by Biometrika since 1936 (Titterington, 2013, p. 34).

See also Patterson (2011, preface).
7 The anomalies that arise from the use of panel unit root tests are discussed in Luitel and Mahar (2021).
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Pure Random Walk Model

Many studies of the asymptotic behavior of the OLS estimator p begin with an
AR(1) model without a deterministic trend. Dickey and Fuller (1979, p. 427)
considered the following regression equation:

Y=pY +e,t=12, .. (D

where Y =0, p was a real number, and {¢} was a sequence of independent
normally distributed random variables with a mean zero and variance o [i.e.,

e, NID(0, 6%)]. p was obtained using the ordinary least square (OLS) method:

ﬁ = (ZI::I Yt—lz)_lzlz; Ythl .

To determine the coefficient ofﬁlabove, Dickey and Fuller (1979, p.427)
proposed 7 = (p 1) 51 (S0, ¥, ) where $7=(n-2)"Sr, (Y,-5 Y, ) .
For applied economic research, the hypothesis that p - 1 will be of particular
interest because the least square method will be invariant to a linear
transformation and the hypothesis that p - 1 enables researchers to transform
data by adding, subtracting or doing other manipulations. For example, by

subtracting Y from both sides, equation (1) may be written as:

AY, =5, +e, 2

where 6 = p - 1. We recognize the practice of transforming a time series in this
manner as differencing. A time series Y, is referred to as being a difference
stationary if differencing converts Y, into a stationary time series. In general,
a difference stationary process is a process whereby a time series can be
converted into stationarity by differencing. It was in this sense that equation
(1), or its linear transformation as shown in equation (2), also became known

as a pure random walk model.
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Random Walk with Drift

For many applications to economic data, a pure random walk model may be too
restrictive. For example, when applied to the relationship between disposable
income and consumer consumption as in permanent income hypothesis
(Friedman, 1957) or the life cycle model of consumption (Modigliani, 1986).
Even though income was nil at a point in time, it did not necessarily mean
that consumer consumption was nil at that point in time. There are other
examples and the implication was that not all regression equations would have
a zero intercept term. For the pure random walk model, this implication was
accommodated by the introduction of a drift term such as:

V.=a+p¥,, e, (3)
where p = 1 corresponded to a unit root. In equation (3), the intercept was
argued to satisfy a = (1- p)u, where u was the mean of the time series and
the null hypothesis of a unit root implied that the intercept term should be
zero. In principle, it was possible to jointly test the two restrictions ¢ = 0 and
p =1 in equation (3). In practice, however, a more convenient method, equation
(4), was used to test the null hypothesis p = 1. Essentially, equation (4) was a
linear transformation of equation (3) and was obtained by subtracting ¥, from

both sides of equation (3):
AY =a + JY _+e, (4)

where§=p-1.Ifa # 0and p =1, then equation (3), or its linear transformation
equation (4), was known as a random walk with drift, with & being the drift
parameter. For the level variable Y, a corresponded to a linear time trend. If
two conditions a # 0 (a nonzero intercept) and p - 1 (unit root) hold, then a did
not equal (1- p)u, in which case, equation (4) could not be derived from a pure

AR(1) model. This can be seen by considering the resulting process:

AY =a+e, (5)
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Taking expectations of equation (5), E{AY} = a, and for a given starting
valueV,, E{AY} = Y, + at Thus, the interpretation of the intercept term in
equation (4) depended on whether or not there was a unitroot. In the stationary
case, @ was interpreted to be the non-zero mean of the series, whereas in the
nonstationary case (unit root), it was interpreted as a deterministic trend in Y.

Random Walk with Drift and Time Trend

Another argument put forward in the development of a test for unit root
was that nonstationarity in a time series might arise due to the presence of
a deterministic time trend. For a time series that had clear time trends, the
AR(1) model was modified as:

V=a+fepy, e, (©)

with |p|<1 and g # 0. Equation (6) showed that a nonstationary process due
to a linear trend, ft, could be removed by regressing Y, on a constant and ¢,
and then considering the residuals of this regression, or by including t as an
additional variable in the model. This process for Y, was referred to as being
trend stationary.

It was possible to test the hypothesis whether Y, followed a random walk
against the alternative hypothesis that it followed a trend stationary process as
in equation (6). However, equation (7), a linear transformation of equation (6)
by subtracting Y, , from both sides, was more commonly used:

AY =a+pt+8Y, +e, (7)

where § = p -1. In fact, equation (7) provided the basis for all three different
DF tests for the existence of unit roots. A test of the hypothesis that a, § and
d equal zero confirmed the pure random walk model. A test of the hypothesis
that B and § equal zero confirmed the model of random walk with drift. If &
was less than zero, then the evidence favored the trend stationary model, and

detrending was considered an appropriate approach.
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The parameter of interest in the regression equation (7) was the value of
§, yet the distribution of test statistics depended crucially on the nuisance
parameters of the a and S coefficients. Under the null hypothesis § = 0, the
standard t-ratio did not have a Student’s t distribution, not even asymptotically.
Although the null hypothesis would be the same in all three cases, the testing
regression would be different and there would be a different distribution
of the test statistics. For various combinations of the three data generating
processes, Dickey and Fuller (1979, 1981) proposed three different asymptotic
distributions of test statistics that corresponded to the model used to test
the null hypothesis for the existence of a unit root. These test statistics were
updated later by Guilkey and Schmidt (1989), Schmidt (1990) and Mackinnon
(1991, 1994).° Interestingly, the critical values of the DF were systematically
smaller than those for DF.

Autoregressive Moving Average of Unknown Order

In our review of the literature, we have identified two reasons why the Dickey-
Fuller tests described above were not satisfactory. First, the DF unit root test
regressions, equation (2), equation (4) and equation (7), were based on the
assumption that the data generating process was an AR(1) process and thus did
not include any lagged variable beyond Y, , . Bierens (2001, p. 620) argued that
this assumption was not very realistic because even after differencing, most
macroeconomic time series would likely display a fair amount of dependence.
Second, the error terms e, in equations (2), (4) and (7) may also be serially
correlated. If the error terms e, were serially correlated, then the Dickey-Fuller
tests would no longer be asymptotically valid (Davidson and Mackinnon 2004,
p.620, Hayashi 2000, p. 585). We acknowledge these arguments for our research
purpose in this paper.

To overcome these criticisms, several studies recommended a modification
to the DF test by adding an appropriate number of lagged differences to the
autoregressive equation. For example, Harris (1992) proposed a formula,
I = int{i(n/100)'*} to determine the lag length that allowed for the order

8 For practical purpose, many econometric computer software routinely report interpolated DF test
statistics at 90 percent, 95 percent and 99 percent confidence level.
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of autoregression to grow with sample size (page 383). Previously, Schwert
(1989, page 151) used lag lengths based on the formulas I, = int{4(T/100)"/*}
and l, =int{12(T/100)"/*}.In contrast, Taylor (2000) recommended selecting
a lag length using a data-based algorithm or by using a much higher level of
significance (e.g. 0.2 level rather than the traditional 0.05 level) in the general-
to-specific rule framework. The practice of adding an appropriate number of
lagged differences to the autoregressive equation became known later as the
Augmented Dickey-Fuller (ADF) test.

Consider the following AR(p) process:

Y=pY, 6 +pY +.. pth_p te, (8)

To obtainalinear transformation by subtracting Y, , fromboth sides, proponents

of unit root tests argue that equation (8) could be written as:
AYt= 6Yt—1 +2‘?:I int-i + et (9)

whered=p +p, +...+ p,-1 .Equation (9) became known as the Augmented
Dickey-Fuller (ADF) regression. Under the null hypothesis, § = 0, AY, became
a stationary AR(p) process, while under the alternate hypothesis, § < 0, Y,

(original series) became a stationary process.

The source of the controversy with the ADF test centered around the
arbitrary choice of the length of time lag. Although the Akaike or Schwarz
information criteria or some other rules were generally used to decide the
length of time lag, they did not always yield unique results. We revisited the
source of this controversy and found that none of the studies in the extant
literature went far enough to point out the limits of the DF and the ADF tests. It
is this gap in the literature that we attempt to fill in this paper. Particularly, we
report new statistical results from the reanalysis of the original data that were
not included in the study by Said and Dickey (1984) and show the sensitivity
of the length of time lag in their results. We then explain why the new results

cast doubt on the continued usefulness of the ADF test.
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Data Analysis and Results

In this section, we perform post-publication replication of the data previously
analyzed by Said and Dickey (1984) and report that our results go further
than a mere replication exercise.” Said and Dickey (1984, p. 606-607) used
secondary data that was originally reported by Box and Jenkins (1970, p. 525)
concerning the concentration readings arising from a chemical process.!® We
denote this chemical process as Y, and Figure 1 shows the actual observation
of Y,. As can be observed in Figure 1, Y, varies between a narrow range of 16.1
and 18.2 with a mean value of 17.0624. Said and Dickey (1984) reported this
time series as nonstationary. We are curious to reanalyze the original data to
ascertain whether the series is in fact nonstationary or stationary.

Figure 1
“Uncontrolled” Concentration, Two-Hourly Readings: Chemical Process
20.0
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16.0 WWWVA’”\W/J\
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10.0
8.0
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Source: Box and Jenkins (1970, p. 525)

9 For a surge of interest in replication of published research in economics, see Hamermesh
(2007), McCullough, McGeary and Harrison (2008), McCullough (2009), McCullough
and McKitrick (2009), Burman, Reed and Alm (2010), Chang and Li (2015), Duvendack,
Palmer-Jones and Reed (2015), Zimmerman (2015). For various aspects of replication and
their implications on research outcome, see Clemens (2017).

10 For further information how the data was collected, see Box and Jenkins (1970, p.85).



oy RIETCI Ffcdeh 209¢

Table 1 presents the summary statistics of Y, and all other auxiliary variables
derived from Y, that were involved in the analysis. It may be unconventional
to report summary statistics of the auxiliary variables obtained from a time
series but we break with this convention and report them to learn if they reveal
additional information that the summary statistics of Y, alone did not provide.
As seenin Table 1, except for Y, and Y, , the mean values of all variables are 0
up to a hundredth decimal place. The most striking feature of these auxiliary
variables, however, is that all variables have a minimum value of -1 and a
maximum value of +1.4.

Table 1 Summary Statistics

Variables Number of Mean Standard Minimum Maximum
observations Deviation
Yt_] -Y 196 -0.0017 0.3995 -0.9624 1.1375
Yt 197 17.0624 0.3992 16.1 18.2
Yt_1 196 17.0607 0.3995 16.1 18.2
Yt 196 0.0020 0.3703 -1 1.4
Yt_1 195 0.0010 0.3709 -1 1.4
Yt_2 194 0.0036 0.3701 -1 1.4
Yt_3 193 0.0041 0.3710 -1 1.4
Yt_4 192 0.0031 0.3717 -1 1.4
Yt_5 191 0.0062 0.3701 -1 1.4
Yt_6 190 0.0052 0.3708 -1 1.4
Yt_7 189 0 0.3646 -1 1.4
Yt-S 188 0.0021 0.3644 -1 1.4
Yt_9 187 0.0021 0.3654 -1 1.4
Y. 186 0.0016 0.3663 -1 1.4

_,
N
=}

Source: Box and Jenkins (1970, p. 525)

Said and Dickey argued that an autoregressive model of order 10 would
give a sufficient approximation to the data. Although this argument may
have followed from Theorem § 6 of Berk (1974, p. 501), the limit theory does
not specify the exact value of the length of time lag for any given number of
observation. Said and Dickey therefore performed sensitivity of their results
with the lagged differences 6, 7, 8,9 and 10. For reporting final results, however,
Said and Dickey (1984) fitted the following regression model:
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" _ _ - 6 0 1 O
Yt - 6(Yt-1 Y) +Zi -1Yi Yt—i (10)

where Yt =Y, - Y, . Note that the regression equation (10) did not have a
constant term and it included lagged differences 1, 2, 3 4, 5 and 6.

Thereplicationresults are reported in Table 2. In the table, column 1 presents
regression results from equation (10). From these results, the Studentized
statistic can be calculated as (0.0785)"' (-0.1601) = -2.04. Comparing the 7
tables of Fuller (1976, p. 373), Said and Dickey (1984) did not reject the null
hypothesis of unit root using a one sided tail at 10 percent significance level.
Although Said and Dickey reported separately the DF 7 statistics for lagged
differences 7, 8, 9 and 10, they did not report the regression coefficients. We
report both in Table 2, column 2, column 3, column 4, and column 5. When
reporting the DF 7 statistics for lagged differences 7, 8, 9 and 10, however,
we discovered that Said and Dickey switched to the regression model with a
constant term, as opposed to the regression equation (10) noted above.

Using the procedure described in Said and Dickey’s paper and independent
of the original authors, we obtained identical results. Thus, we successfully
replicated their findings and confirm that the results reported by Said and
Dickey were internally valid. This provided us with confidence that we were
moving in the right direction in our replication exercise. We are now in a
position to explain why these results are unable to overcome the threats to

external validity, which we present in the next section.!

Extensions and Robustness Checks

In this section, we perform several extensions and robustness checks to
examine the sensitivity of the results. Table 3 and Table 4 present additional
results that Said and Dickey did not include in their study. Table 3 presents
results when constant term was not included in the regression equation for

11 External validity refers to generalizability of statistical inferences and conclusions based on
one population and setting being studied to other populations and settings. On the other
hand, internal validity refers to the statistical inferences and conclusions that are valid for
the population and setting being studied (Stock and Watson, 2003).
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Table 2 Said and Dickey (1984) Replication Results
No constant Constant term included
Yt Column (1) Column (2) Column (3) Column (4) Column (5)
i -0.1601**
Y,-Y - - - -
(0.0785)
y -0.1546* -0.1501* -0.1510* -0.1725%*
= (0.0800) (0.0820) (0.0841) (0.0856)
v -0.494 1% -0.490 1%+ -0.4975%x* -0.4969%** -0.4756%%*
vl (0.0963) (0.1005) (0.1028) (0.1049) (0.1062)
v -0.2919%** -0.2907%** -0.2984%x* -0.3005%%* -0.2770%*
ez (0.0985) (0.1041) (0.1087) (0.1114) (0.1128)
v -0.2640%%* -0.2803%%* -0.2889%x* -0.2872%* -0.2611%*
v3 (0.0947 (0.1015) (0.1076) (0.1124) (0.1144)
v -0.247 7% -0.2405%* -0.2525%* -0.2501** -0.2099*
vt (0.0903) (0.0971) (0.1045) (0.1107) (0.1148)
v -0.2681%%* -0.2486%%* -0.2563** -0.2563** -0.2105*
v5 (0.0858) (0.0929) (0.1000) (0.1076) (0.1131)
v -0.1888%** -0.1593* -0.1641* -0.1602 -0.1082
&6 (0.0726) (0.0882) (0.0952) (0.1023) (0.1094)
v 0.0346 0.0283 0.0341 0.0808
t7 (0.0749) (0.0901) (0.0971) (0.1037)
v -0.0119 -0.0034 0362
v8 (0.0754) (0.0907) (.0971)
v 0.0115 0.0677
&9 (0.0758) (0.0907)
. 0.0899
14 - - - -
10 (0.0759)
2.6486* 2.5730% 2.5875* 2.9531%*
Constant -
(1.3656) (1.4000) (1.4348) (1.4614)
DF %ﬂ Statistics -2.04 -1.931 -1.830 -1.796 -2.013
Error Mean 0.0937 0.0935 0.0945 0.0955 0956
Square
ErrorSumof 7 1c9q 16.8397 16.8248 16.8168 16.6423
Square
F statistics F(7, 183) = F(8, 180) = F(9,178) = F(10,176) = F(11,174) =
12.56%%* 10.96%** 9.55%%x 8.50%%* 7.80%0*
R? 0.3244 0.3275 0.3256 0.3257 0.3302
Adjusted R? 0.2986 0.2976 0.2915 0.2874 0.2879
Root MSE 0.3062 0.3058 0.3074 0.3091 0.3092
No of Obser- 190 189 188 187 186
vations

Main Finding Nonstationary Nonstationary Nonstationary Nonstationary Nonstationary

Notes: Figures in parenthesis are standard errors. ***indicates 1 percent significance level,
**indicates 5 percent significance level and * indicates 10 percent significance level.

Source: Box and Jenkins (1970, p. 525)
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Table 3: Additional Results No Constant Term Included
Yt Column Column Column Column Column Column
(1) (2) (3) (4) (5) (6)
- -0.4277%%%  -0.3198%* -0.3002%%* -0.2852%F -0.2484%%*%  _0.2062***
“ (0.0588)  (0.0643) (0.0681)  (0.0714)  (0.0743)  (0.0770)
v ] -0.2534*%F*  -0.3038*** -0.3412*** -0.3665***  -0.4214***
el (0.0694)  (0.0804)  (0.0845)  (0.0880)  (0.0926)
v ) ) -0.0785 -0.1395* -0.1578* -0.2195**
e (0.0718)  (0.0837)  (0.0884)  (0.0932)
v ) ) ] -0.0852 -0.1164 -0.1787**
e (0.0719)  (0.0841)  (0.0897)
v ) ) ] ) -0.0694 -0.1575%*
o (0.0717) (0.0846)
. -0.1437**
Y., - - - - -
(0.0726)
' . ) . } . .
Y, . ) . ] . .
Y, - - - - - -
Y, - - - - - -
Y., . ) . } . .
DF Z, T2TFE4.97F%  430%k 398Rk 330k e
Statistics
Erg:zel\:[rzan 01079 01011  0.0999 0986 0973 0.0962
BrrorSumof o) 045 195151 190912  18.6408 181977  17.8129
Square
Fstatistics  F(1,195)= F(2,193)= F(3,191)= F(4,189)= F(5187)= F(6,185)=
B2.77F% 3493 24670 19.79%FF  1490% 13.15%**
R? 0.2130 0.2658 0.2793 0.2952 0.2850 0.2990
Adjusted 2 0.2090 0.2582 0.2680 0.2803 0.2658 0.2762
Root MSE 0.3285 0.3179 0.3161 0.3140 0.3119 0.3103
ObseNr(:/z;)tfions 196 195 194 193 192 191
Main Finding Stationary Stationary Stationary Stationary Stationary  Stationary

Notes: Figures in parenthesis are standard errors. ***indicates 1 percent significance level,
**indicates 5 percent significance level and * indicates 10 percent significance level.

Source: Box and Jenkins (1970, p. 525)
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Table 3: Additional Results No Constant Term Included (continued...)
Y, Column (7) Column (8) Column (9) Column (10)
Y ¥ -0.1554* -0.1512* -0.1522* -0.1738**
o (0.0798) (0.0818) (.0838) (0.0854)
v -0.4877*** -0.4953%** -0.494 7% -0.4733***
o (0.1001) (0.1025) (0.1046) (0.1058)
v -0.2874*** -0.2949%** -0.297 3%** -0.2739**
v (0.1037) (0.1082) (0.1109) (0.1122)
v -0.2768%*** -0.2850%** -0.2831** -0.2574**
3 (0.1010) (0.1070) (0.1117) (0.1138)
v -0.2366** -0.2485** -0.2457** -0.2055*
= (0.0965) (0.1039) (0.1100) (0.1140)
v -0.2446%** -0.2517** -0.2518** -0.2058*
& (0.0923) (0.0993) (0.1069) (0.1122)
v -0.1559* -0.1600* -0.1556 -0.1037
w6 (0.0878) (0.0946) (0.1016) (0.1086)
v .0365 0.0314 0.0379 0.0850
w7 (0.0747) (0.0897) (0.0964) (0.1030)
v - -0.0101 -0.0004 0.0398
w8 (0.0751) (0.0902) (0.0965)
v - - 0.0132 0.0705
i (0.0756) (0.0902)
v - - - 0.0915
10 (0.0756)
DF 7, Statistics -1.96 -1.86 -1.82 -2.03
Error Mean Square 0.0931 .0941 .0951 .0951
Error Sum of Square 16.8614 16.8450 16.8349 16.6586
F statistics F(8,181) = F(9,179)=  F(10,177) = F(11,175) =
10.97%** Q.57 8.52%** 7.82%%*
R? 0.3266 0.3248 0.3250 0.3296
Adjusted R? 0.2969 0.2909 0.2868 0.2875
Root MSE 0.3052 0.3067 0.3084 0.3085
No of Observations 189 188 187 186
Main Finding Nonstationary Nonstationary Nonstationary Nonstationary

Notes: Figures in parenthesis are standard errors. ***indicates 1 percent significance level,
**indicates 5 percent significance level and * indicates 10 percent significance level.

Source: Box and Jenkins (1970, p. 525)
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lag differences 1 through 10 (except for lag differences 6), whereas Table 4
presents results when constant term was included in the regression equation
for lag differences 1 through 6. In essence, Table 3 and Table 4 complement
Table 2.

Out of possible 22 regressions results reported in the tables, results from 10
regression models (Table 2: column 1, column 2, column 3, column 4, column
5; Table 3: column 7, column 8, column 9, column 10; and Table 4: column
7) indicate that the series was nonstationary. In contrast, results from 12
regression models (Table 3: column 1, column 2, column 3, column 4, column
5, column 6; Table 4: column 1, column 2, column 3, column 4, column 5 and
column 6) indicate that the series was stationary. In other words, more than 50
percent of the unit root test results indicated that the series was stationary and
yet Said and Dickey reported that it was nonstationary. Given the controversial
nature of unit root literature, these results suggest that Said and Dickey
selectively reported only part of the results showing a confirmation bias in
support of Box and Jenkins’ (1970; p. 94) results.

Our primary interest to reanalyze the original data was to find out whether
that time series was nonstationary or stationary. Clearly, the answer depends
on whether one includes more than or less than 5 lagged differences in the
data analysis. These results partly explain why and/or how the ADF test allows
researchers to pick and choose the length of time lag to obtain desired results.

As noted in the final argument of the development of ADF test in Section
2.4, the extant literature recommended modifying the test by adding an
appropriate number of lagged differences to the autoregressive equation using
either information criteria or data-based algorithm. One of the two reasons
these recommendations were made was that it would take into account the
shortcoming of most macroeconomic time series that showed a fair amount of
dependence even after differencing. We were therefore curious to examine the
correlation coefficients of the auxiliary variables whether they revealed any
dependence after first differencing. The results of correlation coefficients are
reported in Table 5 and we found that the correlation coefficients were identical
between Y, - Y and other variables and between Y, and other variables.
However, contrary to our expectations from the reading of the literature, the
correlation coefficients declined dramatically after the lagged values of the first
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Table 4: Additional Results with Constant Term Included
v Column Column Column Column Column Column Column
! (1) (2) (3) (4) () (6) (7
¥ -0.4277** -0.3197** -0.3001*** -0.2849*** -0.2483*** -0.2058*** -0.1591**
ol (0.0590)  (0.0644)  (0.0683)  (0.0716)  (0.0745)  (0.0771) (0.0786)
v -0.2535%%*  -0.3042*** -0.3423*** -0.3676%** -0.4226*** -0.4965***
el (0.0696)  (0.0806)  (0.0847)  (0.0883)  (0.0929) (0.0965)
v -0.0789 -0.1408* -0.1593*  -0.2217** -0.2953%**
ez (0.0720)  (0.0839)  (0.0887)  (0.0936) (0.0988)
v -0.0861 -0.1177 -0.1811** -0.2683***
t3 (0.0720)  (0.0844)  (0.0900) (0.0951)
v -0.0701 -0.1595% -0.2519%**
vt (0.0719)  (0.0849) (0.0906)
v -0.1452** -0.2720%**
= (0.0728) (0.0861)
. -0.1913***
Ytﬁ - - : : : -
) (0.0728)
C 7.2994*%*% 5 A5Q7¥¥k  § 1276%**  4.8733%FF 4 2454%%F 3 5] ¥Rk 2.7294**
onstant
(1.0074)  (1.1003)  (1.1657)  (1.2222) (1.2720)  (1.3170) (1.3423)
DF fu Statistics -7-246%**  -4.950%%*  _4.393%k* 3979k 333 %k D 667 -2.022
Error Mean
0.1084 0.1016 0.1004 0.0990 0.0977 0.0967 0.0940
Square
Error Sum of
21.0442 19.5122 19.0812 18.6179 18.1846 17.7943 17.1222
Square
o F(1,194)= F(2,192)= F(3,190)= F(4,188)= F(5,186)= F(6,184)=  F(7,182)=
F statistics
52.50%** 34.76*** 24 57*** 19.75%** 14.86*** 13.12%** 12.57***
R? 0.2130 0.2658 0.2795 0.2959 0.2855 0.2997 0.3258
Adjusted R? 0.2089 0.2582 0.2681 0.2809 0.2663 0.2768 0.2999
Root MSE 0.3293 0.3187 0.3169 0.3146 0.3126 0.3109 0.3067
No of
. 196 195 194 193 192 191 190
Observations

Main Finding Stationary Stationary Stationary Stationary Stationary Stationary Nonstationary

Notes: Figures in parenthesis are standard errors. ***indicates 1 percent significance level,
**indicates 5 percent significance level and * indicates 10 percent significance level.

Source: Box and Jenkins (1970, p. 525)



TTF Testing for Unit Roots in Autoregressive-Moving Average Models of
T e 5 2 Unknown Order: Critical Comments - Hari S. Luitel & Gerry J. Mahar A

differences. These results run counter to the justification for the practice of
adding additional number of lagged differences to the autoregressive equation
on the grounds that most macroeconomic time series display a fair amount of
dependence even after differencing.

Table 5: Matrix of Correlation Coefficients

voY Y, Y, v v, Y, v, Y, v, Y, Y, v, ¥, VY

t 1 t 1 2 3 4 5 6 7 8 9 10

Y -Y 10000

Y, 05738 1.0000

Y, 10000 05738 1.0000

Y,  -04622 04611 -0.4622 1.0000

Y, 04622 00666 0.4622 -0.4286 1.0000

Y, 00744 0.057 0.0744 0.0338 -0.4250 1.0000

Y, 01110 00391 0.110 -0.0779 0.0383 -0.4272 1.0000

Y, 0.0282 00270 0.0282 -0.0013 -0.0861 0.0397 -0.4302 1.0000

Yg 0.0360 -0.0280 0.0360 -0.0692 0.0048 -0.0990 0.0387 -0.4283 1.0000

YM -0.0274 -0.0317 -0.0274 -0.0046 -0.0682 0.0096 -0.0955 0.0320 -0.4257 1.0000

YH -0.0576 0.0794 -0.0576 0.1484 -0.0246 -0.0524 0.0015 -0.0789 0.0524 -0.4418 1.0000

Yw 0.0874 0.0148 0.0874 0.0787 0.1544 -0.0322 -0.0516 -0.0002 -0.0888 0.0574 -0.4348 1.0000

ng 0.0191 0.0514 0.0191 0.0350 -0.0747 0.1560 -0.0284 -0.0585 0.0010 -0.0860 0.0452 -0.4326 1.0000

Y 0.0557 0.0765 0.557 0.0225 0.0390 -0.0712 0.1606 -0.0385 -0.0546 0.0036 -0.1058 0.0501 -0.4255 1.0000

Source: Box and Jenkins (1970, p. 525)

The second argument advanced for adding an additional number of lagged
differences to the autoregressive equation was that the error terms e, in the
regression equation might be serially correlated. In order to determine if the
recommendation based on this argument was valid, we obtained the residuals
from the regression equation Y, =a + pY _, +e, (Table 4 column 1) that did not
include any lagged variable beyond Y, , and Figure 2 shows the graph of these
residuals. Although not exactly normal distribution, these residuals follow
an approximate normal distribution. Furthermore, we ran a Durbin-Watson
test to determine if the residuals obtained from the regression equation Y, =
a + pY,_, + e, had any serial correlation. For (2, 195) degrees of freedom (df),
the Durbin-Watson d statistics was 1.967. We used the decision rule to fail to
reject the null hypothesis of no serial correlation in the residual: d, < d*< 4 -
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d,. It corresponded to 1.56 < 1.967 < 2.44. The test results indicated that the
null hypothesis could not be rejected and based on the available evidence no
serial correlation in the residuals was detected. Clearly, these results were at
odds with a justification to add additional number of lagged differences to the

autoregressive equation on the ground of serial correlationine, .

Figure 2: Residual Analysis

1.5

O — T T T T
-1 -5 0 5 1
Residuals

We were not first to recognize the shortcomings in the study by Said and
Dickey. Previously, Davidson and Mackinnon (2004, p. 620) and Hayashi
(2000, p. 585) also identified these weaknesses. In addition, Perron (1989),
Schwert (1989), Campbell and Perron (1991), Harris (1992), Taylor (2000),
and Ng and Perron (2001) also noted these weaknesses. Interestingly, in the
earlier development of tests for unit root, many writers held to the view that
adding additional lagged differences to the autoregressive equation would
be an appropriate solution as this would address both the serial correlation

problem in e, and the dependence that remained for most macroeconomic
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time series even after differencing. Based on new evidence, we found that
adding additional lagged differences to the autoregressive equation on both
counts would be inappropriate practice due to the threat to external validity.
That is, the statistical inferences and conclusions based on the ADF test, albeit
internally valid in the case being examined here, cannot be generalized to other

populations and settings.

Conclusion

In this research note, we reanalyzed data reported by Box and Jenkins (1970)
that were previously analyzed by Said and Dickey (1984, p. 606-607). Our data
analysis reaffirms the internal validity of the research design in the study by
Said and Dickey; however, we found their results to be incomplete. We reported
new results from the reanalysis of original data not included in their study and
showed the unitroot finding to be sensitive to the length of the time lag included
in the data analysis. Although the results obtained from the ADF test were valid
in the study by Said and Dickey, those results could not be generalized to other
population and settings. Put simply, the ADF test procedure leaves room open
for the possibility that researchers can pick and choose the length of the time
lag to obtain desired results. Thus, we cast doubt on the continued usefulness

of the ADF test as a sound scientific method.
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